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Abstract. The LAR@MSL team has been participating in MSL for
many years, from 1999-2007, 2011, 2016 and again in 2023. This Team
Description Paper intends to briefly explain the robot’s structure, hard-
ware and software and some of the most important changes implemented
by this new team. It is important to point out that new students joined
the team and are new to the league. Most of the changes, so far, have been
regarding fixing the mechanical problems, some changes in the electronic
system and some upgrades on the architecture and code organisation and
control systems. A new vision system with a multi-camera setup has been
developed, new stronger wheels and the addition of debugging LEDs to
help in the development process. Regarding the software, a ground-up
rebuild was carried out as the game strategy’s new attempt was very
different from the previous team. This paper describes a bottom-up view
of the robots, the hardware used, the vision head, the low-level software
and strategy and finishes with some conclusions. The whole code and the
hardware description are available on a public GitHub repository.

1 Introduction

The Laboratory of Automation and Robotics belongs to the School of En-
gineering of the University of Minho, Guimarães, Portugal, and his first partic-
ipation on RoboCup MSL was in 1999. Previously known as MinhoTeam, the
LAR@MSL new name contains the research Laboratory LAR name (Laboratory
of Automation and Robotics) and addresses the MSL league, as the LAR also
participates on other RoboCup leagues (like @Home). This new generation of
students working on the MSL team just started this academic year (back in
September 2023) and intends to gather new students for the coming years to
continue participating in the MSL league. The robots were completely built in
the LAR along the years (mechanics, electronics, and software) and all 5 robot’s
code is the same, with some parameters to distinguish the goalkeeper.

https://lar.dei.uminho.pt
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2 New Omni-Wheels

The previous wheel hardware encountered several problems, making the team
design and create new wheels. The new wheels are built in aluminium, featuring
a two-axis omni-wheel design with a total of 22 rollers with a larger diameter
of 125 mm. Additionally an external bearing system was incorporated to ensure
the wheels remain parallel to the ground during movement. Using a laser cutting
machine, the wheels were assembled by the team. These were firstly designed in
3D software and then manufactured. Its assembly on the robot is visible in the
Figure 1. It also presents the first version of the outside bearing to support the
robot’s weight.

(a) (b) (c)

Fig. 1: Omni-Wheels: (a) One wheel assembled; (b) Wheel mounted on the robot;
(c) Wheel with the outside bearing.

3 Debugging Tools - LED

Throughout the development process, the LAR@MSL team frequently en-
countered challenges related to code debugging. To address this issue, the use
of LEDs was adopted as a diagnostic tool. The LEDs play a crucial role as a
visualisation tool, facilitating not only the validation of the implemented strat-
egy but also the verification of information perceived by the robot, as well as
the data sent by other teammates. This visualisation mechanism through LEDs
proves to be instrumental in real-time analysis and monitoring, providing an
effective approach to assess the efficiency of the implemented code. Its use aims
to enhance understanding of the robot’s behaviour and optimise collaboration
among team members, thereby contributing to the continuous improvement of
the robotic system performance.

4 Movement Algorithm

The previous control system movements were not very flexible, and it did not
allow path planning. In order to improve it was implemented a new movement
algorithm that generates path planning with or without obstacle avoidance.
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First, the field element’s positions are received, and then the predicted dis-
placement of obstacles is checked to see if there will be any possible collision. If
it does not exist, the path planning is a straight line between the robot and the
target. Figure 2(a) represents a path without collisions.

In case of possible collisions, intermediate points are placed in relation to the
intersection between the robot and obstacle trajectories. As demonstrated in
Figure 2(b), intermediate points are offset towards intersection points, based on
predicted time movements between the robot, obstacle, and intersection points.

Through the position of the robot and target, intermediate points are made
with polynomial interpolation. This polynomial function described the path
planning. The final path that the robot should take is illustrated in Figure 2(c).

(a) (b) (c)

Fig. 2: Path planning (a) With no collisions; (b) Intermediate points; (c) Final
path.

5 Vision-System

One of the new updates for this year’s version of the LAR@MSL robots is the
new vision system. The entire structure was reviewed so that three depth cameras
could be installed at the top, where the catadioptric system was previously
installed. The cameras are positioned 120 degrees apart and tilted down 30
degrees. Figure 3 illustrates the new hardware design for the vision system.

(a) (b)

Fig. 3: New Vision System: (a) 3D CAD; (b) 3D printed part, with all 3 cameras
installed.
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Figure 4 provides a visual representation of the field of view that the robot
has access to. This perspective is achieved through the merging and processing
of three separate camera images, which ultimately allows the robot to more ac-
curately perceive its surroundings. The team is currently working on algorithms
to calculate an object’s distance, speed, and trajectory.

Fig. 4: Concatenated image of the robot’s field of view.

This decision was made based on some limitations that the catadioptric sys-
tem has proven to have. The main advantages of the new vision system are the
distance at which objects can be seen with less distortion compared to the pre-
vious vision system and the number of available frames that can be processed to
get information from the game’s environment. This can be especially important
for a quicker reaction time from the goalkeeper.

5.1 Distortion

The introduction of new cameras into the system also brings with it distortion
in the images collected; in this case, it is a fisheye distortion, which highlights
the crucial importance of implementing effective camera calibration methods.

(a) (b)

Fig. 5: Fisheye distortion: (a) Without correction; (b) With correction.
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6 Self-Localisation Method

Localisation systems on soccer robots usually rely on either a single camera
or a combination of sensors, such as LiDAR (Light Detection And Ranging)
or an IMU (Inertial Measurement Unit). However, these methods may not be
entirely reliable as they can be affected by environmental factors like shadows,
vibrations or even electromagnetic interference. Neural networks have emerged
as a promising approach for localisation problems as they can learn to associate
features present in camera images with the robot’s position and orientation.
This allows neural networks to be more robust to errors in the environment than
traditional methods.

6.1 Simulator

LAR@MSL does not have access to a complete MSL field so a simulator
was developed using Webots to create a realistic environment. The simulator
represented in Figure 6 consists of a field, two goals, and a robot equipped with
three cameras.

Fig. 6: Simulator environment and simulation elements.

To ensure that the simulated environment is as close as possible to reality, it
was necessary to determine the camera lens parameters. The intrinsic parameters
include the polynomial mapping coefficients of the projection function, and these
parameters were calculated through a calibration process that used a 2D che-
querboard pattern. The cameras are positioned in a way that accurately reflects
their positioning in the real world. The multi-camera configuration represents
the extrinsic parameters, which refer to the position and orientation of the cam-
eras concerning the robot’s coordinate systems. Figure 7 presents a comparative
visualisation illustrating the camera intrinsic parameter discovery process. The
upper images depict camera images generated by a simulated environment, while
the lower images showcase real-world images captured using an actual camera at
varying distances (45 cm, 73 cm, 184 cm and 215 cm, respectively). The intrinsic
parameters include the radial distortion coefficients (k1, k2, k3, k4), focal length
(f) and the principal point coordinates (cx, cy).
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Fig. 7: Camera intrinsic parameter discovery process. Upper images: Simulated
camera images. Lower images: Real-world images captured at different distances.
The developed code facilitated accurate alignment between simulated and real-
world perspectives.

After identifying the lens parameters, images from the simulator were ex-
tracted and used to create a comprehensive dataset to train the neural network.
The images from the three cameras were concatenated and subsequently sub-
jected to a binary filter, which helped get rid of any extraneous information
present in the images. Figure 8 demonstrates the image processing pipeline,
which involves correcting lens distortions, concatenating multiple images for
panoramic view generation, and applying filtering techniques to enhance feature
detection and segmentation and reduce the size, using only one colour channel
instead of three.

Fig. 8: Image processing pipeline. Top row: Three raw camera images captured
without any filter or lens deformation. Middle row: Lens deformation applied to
the images, followed by concatenation to form a panoramic view. Bottom row:
Binary filter applied to the concatenated image to enhance feature detection and
segmentation.
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6.2 Neural Network

It is being implemented a custom neural network architecture using the Keras
framework to achieve precise robot self-localisation. The architecture, as illus-
trated in Figure 9, integrates convolutional and recurrent layers to extract spa-
tial features from input images and sequential dependencies from sensor data,
respectively. To ensure an accurate localisation, the network must be able to
handle different types of data classes. This is necessary to achieve robustness
in the system. Even though the localisation accuracy is not yet maximised, the
team aims to achieve this through rigorous experiment and optimisation, with-
out disregarding computational efficiency and generalisation capability across
environments.

Input Layer Hidden Layers Output Layer

Image
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Data
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Fig. 9: Neural network architecture for robot self-localisation. Input data, includ-
ing camera images and sensor readings, are processed through hidden layers to
predict the (x, y) position of the robot within the environment.

7 Conclusions

In conclusion, this paper has provided an overview of the LAR@MSL team’s
efforts in developing and improving their robotic system. Addressing hardware
issues, such as wheel problems, was a crucial step in enhancing the robot’s per-
formance. Additionally, the team created various tools to streamline the debug-
ging process, ensuring efficient troubleshooting. A new movement algorithm was
implemented to enable the robot to navigate its environment while avoiding
obstacles effectively. Furthermore, a new vision system was introduced, incorpo-
rating three cameras with a 360-degree field of view, significantly improving the
robot’s perception capabilities. Finally, a novel localisation method using neu-
ral networks is being developed, enhancing the robot’s ability to determine its
position. These advancements collectively demonstrate the team’s dedication to
pushing the boundaries of robotic technology and overcoming challenges through
innovative solutions. The strategy being used is the Probability-Based Strategy
presented in the [1]. The LAR@MSL public repository is available on GitHub
(https://github.com/LARobotics).

https://github.com/LARobotics
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